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Figure 1: Existing EPIC Sepsis Module and Our Proposed Sepsis Decision-Support Module inMedical DecisionMakingWorkflow.
Our work focuses on sepsis diagnosis, a high-uncertainty, high-stakes, time-sensitive medical decision-making process.
Physicians usually take four steps: (1) generating hypotheses, (2) gathering data, (3) testing hypotheses, and (4) making
final decisions. Our study results point out that existing sepsis module is not helpful, forming a human-AI competition
paradigm. We propose a new module to establish a human-AI collaboration paradigm.
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ABSTRACT
Today’s AI systems for medical decision support often succeed on
benchmark datasets in research papers but fail in real-world de-
ployment. This work focuses on the decision making of sepsis, an
acute life-threatening systematic infection that requires an early
diagnosis with high uncertainty from the clinician. Our aim is to
explore the design requirements for AI systems that can support
clinical experts in making better decisions for the early diagnosis of
sepsis. The study begins with a formative study investigating why
clinical experts abandon an existing AI-powered Sepsis predictive
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module in their electrical health record (EHR) system. We argue
that a human-centered AI system needs to support human experts
in the intermediate stages of a medical decision-making process
(e.g., generating hypotheses or gathering data), instead of focusing
only on the final decision. Therefore, we build SepsisLab based on a
state-of-the-art AI algorithm and extend it to predict the future pro-
jection of sepsis development, visualize the prediction uncertainty,
and propose actionable suggestions (i.e., which additional labora-
tory tests can be collected) to reduce such uncertainty. Through
heuristic evaluation with six clinicians using our prototype system,
we demonstrate that SepsisLab enables a promising human-AI col-
laboration paradigm for the future of AI-assisted sepsis diagnosis
and other high-stakes medical decision making.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI); • Applied computing→ Health informatics.
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1 INTRODUCTION
There is a growing interest from both academia and industry in
the development of artificial intelligence (AI) to support medical
decision making [10, 23, 31, 41, 46, 51, 91, 100]. Although the target
scenarios may vary, from diagnostic decision making with medical
imaging [83] to outpatient symptom triage [86], the ultimate goal
remains the same: to reduce the burden of human medical experts
while improving the quality of the final decision. Along this di-
rection, many novel deep learning-based AI algorithms have been
proposed, most of which yield promising predictive performance in
their corresponding benchmark datasets [3, 14, 107], and some of
them even outperform human experts in head-to-head competitions
within controlled experimental settings [104].

However, the deployments of these AIs face more resistance in
reality than their promising accuracy scores reported in research
papers [64, 84, 88, 92, 93]. Luckily, more and more researchers have
recently noticed the growing number of failure cases where AI-
assisted medical decision-making systems are being abandoned by
their target users. Recently, researchers have conducted various
empirical studies to explore the cause of unsuccessful human-AI
collaborative decision making [1, 12, 28, 47, 58, 65, 70, 78, 95, 96].
For example, human experts are the only ones responsible for an
inaccurate diagnosis, while AI is not, so the clinicians trust their
own judgment more than AI prediction [86, 90]. Based on these
findings, they have proposed various suggestions for user interface
and user experience design (for example, to improve physician

adoption of AI with new eXplainable AI (XAI) features [1, 12, 28,
47, 58, 78, 105]).

In this work, we join the research effort to design AI to sup-
port medical decision making while focusing on the scenario of
sepsis diagnosis. Sepsis is a common ( 48.9 million patients per
year worldwide) yet life-threatening organ dysfunction triggered
by a dysregulated response to infection [89]. The development of
sepsis is very fast — without a timely diagnosis or proper treat-
ment, a patient might die within a few hours from the initial onset
of symptoms [103]. Compared to other medical decision-making
scenarios (e.g., abnormal cell detection in medical imaging) where
clinicians make a decision for that particular moment and with
all the information they have at hand (e.g., cancer cells present or
absent in the image), sepsis diagnosis is particularly challenging
because: 1) clinicians need to decide not only whether the patient
has sepsis at that moment, but also how likely this patient may
develop sepsis in the near future (e.g., in a few hours); 2) they often
do not have enough information to support their decision making.
For example, the golden standard test for sepsis is the “blood cul-
ture” test in the Sepsis-3 guidelines [75]. However, it takes at least 8
hours to obtain the result, which would most likely be too late for a
patient with sepsis [20, 26]. The early diagnosis of sepsis represents
a common but under-explored decision-making scenario in the real
world: it requires human experts with specific domain knowl-
edge to cope with high-uncertainty and to make a high-stakes
and time-sensitive decision based on insufficient information.

These special characteristics of sepsis diagnosis pose novel chal-
lenges for an AI system designed to support such decision making.
There are some early efforts of research work that aim to design
AI-based solutions to support sepsis diagnosis [11, 26, 29, 40, 49,
68, 75, 76, 97, 101, 104]. One notable effort is that a number of
hospitals recently started to adopt a sepsis prediction and alerting
module, Epic Sepsis Module (ESM), in their existing Electrical
Health Record (EHR) system [19]. The core of this sepsis module is
a machine learning algorithm, which can take in a patient’s EHR
information and other biomarker data at that moment as input and
predict a sepsis risk score as output [57]. When the predicted risk
score is higher than a threshold, it suggests to human clinicians that
a sepsis case presents, and human clinicians can agree, disagree,
or dismiss such AI decision-making suggestions. Among the four
stages of the medical decision-making workflow (1. Generat-
ing hypotheses, 2. Gathering data, 3. Testing hypotheses, 4. Making
decisions) [79], this AI system is designed to provide support for
the final diagnosis stage.

What do human experts think about such an AI-based sepsis
diagnosis support system? Our work bridges this research gap with
an interview study with six experienced clinicians who actively
engage in sepsis diagnosis every day, and their hospital has recently
adopted AI-based ESM technology. The results reveal that human
experts believe the current AI module to be useless or even an
intimidating “competitor” for the targeted high uncertainty, high-
stakes, and time-sensitive decision-making scenario of sepsis early
diagnosis (the bottom of Figure 1). Based on the findings, we de-
signed SepsisLab with the goal of supporting the earlier stages of
a medical decision making workflow for sepsis diagnosis (hypothe-
ses generation and data gathering for hypotheses testing) instead of
making a blunt prediction for the final diagnosis decision, as shown
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in the top of Figure 1. Our SepsisLab system can predict and visual-
ize the likelihood and uncertainty range of whether a patient has
sepsis at the moment, and whether they may develop sepsis in the
near future. In addition, SepsisLab can further suggest the most
important but currently missing laboratory tests as an actionable
suggestion for human clinicians, so that more data can be gathered
to reduce uncertainty, leading to a more informed and higher qual-
ity final decision. A follow-up user evaluation study suggests that
human experts appreciate our design, and they believe SepsisLab
provides a better human-AI team experience compared to the ex-
isting human-AI competition paradigm. We envision our findings
within the sepsis diagnosis example can shed light on the design of
more human-AI collaboration paradigms for other domain-specific,
uncertain, high-stakes, and time-sensitive decision-making tasks.

This paper demonstrates the following contributions:
• We conducted an empirical study to understand how human
clinical experts interact with and perceive an existing AI-
powered sepsis prediction module in their day-to-day work.

• We designed a new AI-assisted decision-making system, Sep-
sisLab, which can predict and visualize the current and future
likelihood and uncertainty of the onset of sepsis in a patient,
and suggest actionable laboratory test recommendations to
help human experts reduce the uncertainty of the final deci-
sion.

• We followed up with a user evaluation study, in which partic-
ipants expressed a strong interest in adopting our system in
their day-to-day work, and they believed our AI is no longer
an “intimidating competitor” but more of a “collaborator”.

2 BACKGROUND AND RELATEDWORK
2.1 Sepsis Diagnosis
Sepsis is a severe, life-threatening condition that affects approx-
imately 48.9 million patients worldwide, resulting in around 11
million sepsis-related deaths [11, 66, 89]. World Health Organiza-
tion [89] highlighted the importance of early detection of sepsis
symptoms and signs, along with the identification of biomarkers,
for effective management. In modern clinical practice, the Sepsis-3
guidelines [75] serve as the gold standard for clinicians’ diagnostic
decisions. In the early diagnosis of sepsis, clinicians rely on clinical
evaluations, laboratory test results, and blood cultures [26]. The di-
agnosis process represents a common, complex, but under-explored
decision-making scenario: It is high-stakes (life-threatening), time-
sensitive (a patient’s severe symptoms developed only in a few
hours), and highly uncertain (need extensive lab test outcomes that
they often don’t have at the moment of decision-making).

We contextualize the 4-step process in [79] for the current com-
plex sepsis diagnosis workflow adopted by clinicians: (1) Generat-
ing Hypotheses. Physicians evaluate sepsis-risk patients and form
hypotheses by the information from EHR system and physical ex-
amination but under significant uncertainty. (2) Gathering Data.
Physicians order lab tests based on the most promising hypotheses
to gather more information. (3) Testing Hypotheses. Based on lab test
outcomes, physicians refine or expand their hypotheses. (4)Making
Decisions. Physicians diagnose based on the revised hypotheses. As
we show in Section 3.2, our formative study results validate these
steps.

With the rapid growth in volume and diversity of Electronic
Health Records (EHRs), AI-driven algorithms have been studied
for the sepsis onset risk prediction task. Screening tools have been
used clinically to recognize sepsis, such as quick Sequential (Sepsis-
Related) Organ Failure Assessment (qSOFA) [75], Modified Early
Warning Score (MEWS) [80], National EarlyWarning Score (NEWS)
[77], and Systemic Inflammatory Response Syndrome (SIRS) [6].
However, those tools were designed to screen existing symptoms,
as opposed to explicitly predicting sepsis prior to its onset, and their
efficacy in sepsis diagnosis is limited. For example, prior studies
show that qSOFA had low sensitivities in identifying sepsis in both
prehospital and emergency department (ED) settings [21, 85]. In
addition, deep-learning-based models are proposed to make sepsis
onset predictions [48, 63, 67, 106]. Recent studies have employed
attention mechanisms to explain models’ inner workings [39, 104].

However, despite the advantages of AI models’ performance,
these methods still often fail to garner clinician confidence, thereby
hindering their practical implementation in real-world clinical set-
tings [24, 25, 45, 62]. For example, the Epic Sepsis Module (ESM) is
the most widely used AI-based technique in current sepsis-related
decision support practice [19]. The patient’s data and lab test results
(if any) are fed into the ESM module, generating a risk score. If the
score is above a threshold, an alert will be sent to physicians and
nurses, aiming to help with Step (4) in the current workflow. Yet a
large number of studies have shown that its effect is impacted by a
large number of external factors and cannot stably improve patient
treatment effects [53, 88]. Existing HCI research on AI-CDSS in
sepsis context primarily focuses on exploring treatment strategy
choices during the treatment process [76] and investigating the
transparency and explainability of AI algorithms [68], but do not
delve into the challenges of decision-making during the diagnostic
phase. Little is known about what human experts think about such
an AI-based sepsis module in their diagnosis decision-making pro-
cess. Our work aims to address this gap by interviewing experienced
clinicians.

2.2 Challenges of AI-empowered Clinical
Decision-Making Support

With AI’s advancement, algorithms have been crafted to bolster
clinical decision making, aiming to improve patient outcomes [76]
and reduce clinician workload [34]. Numerous studies indicate that
AI-supported clinical decision support systems (AI-CDSS) can ef-
fectively assist doctors. AI’s suggestions can prompt doctors to
reflect deeper on a patient’s condition and alert them to potential
disease progression [9, 43, 81]. For example, Yang et al. [95] noted
that clinical order recommendation systems have garnered positive
feedback, with doctors asserting that such recommendations en-
hance their work efficiency. Caballero-Ruiz et al. [8] quantitatively
demonstrated that incorporating AI could diminish the time doctors
spend evaluating patients.

However, a significant hurdle for AI-supported clinical decision
making is liability. Given that clinicians bear the responsibility
for medical decisions, they approach AI system predictions with
utmost caution [5, 42, 86]. The opaque nature of AI algorithms
makes it challenging for doctors to fully embrace AI’s direct diag-
nostic and treatment suggestions [52, 65]. Recent research suggests
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that embedding AI into EHR systems might inadvertently increase
physician workload [5, 38]. Furthermore, a disconnection exists be-
tween what clinicians expect from AI and what AI actually delivers
[10, 44, 81, 102]. Some research also found that current AI-assisted
decision-making does not align with clinicians decision-making
in depressive disorder [35] and type 2 diabetes [7] diagnosis pro-
cess. Yang et al. [96] highlight that clinicians often adopt a ‘wait
and see’ approach, seeking evidence to validate their hypotheses
before deciding. In contrast, AI typically predicts outcomes based
on available data, often failing to offer the evidence support that
clinicians need.

In this paper, we delve deeper into clinicians’ hands-on expe-
riences and views on AI-CDSS within the current EHR system.
Focusing on sepsis diagnosis, we aim to design a better form of
collaboration between doctors and AI in current medical decision
making to provide doctors with better decision support.

2.3 AI-supported Clinical Decision Support
Systems Design

There has been growing research on designing AI-CDSS systems
based on some general human-AI decision-making research [15].
Researchers design and implement a physician-facing interface and
explore how physicians use the system to gain insights. Typically,
AI-CDSS offers decision support to doctors by delivering predic-
tions, risk evaluations, or suggestions [5, 9, 43, 68]. For instance,
Yang et al. [95] introduce a system that auto-generates slides con-
taining machine prognostics to aid clinicians in decision making.
Some systems offer supplementary evidence or explanations to help
doctors understand AI output, thereby enabling trust calibration.
Examples include referencing literature [94], comparing with prior
data Cai et al. [9], and bridging knowledge gaps [27]. Recently, some
systems also support interactive interpretation aids, such as using
attention mechanisms for model explanations [18] and enabling
doctors to delve into nuanced concepts [9].

Previous research suggests that in sepsis diagnosis, the most
important challenge is not to use XAI methods to explain the
model outcome, but to use methods that are consistent with the
doctor’s cognition to establish trust between the doctor and the
model [69, 76]. However, many current explainable AI methods
cannot meet this goal for sepsis-related AI-CDSS [4, 22, 87]. In this
paper, we further explore the challenges encountered by doctors
in cooperation with AI-CDSS during the current early diagnosis
of sepsis. We then design a better system to provide doctors with
better diagnostic support.

3 FORMATIVE STUDY: CURRENT PRACTICES
AND CHALLENGES OF AI-ASSISTED SEPSIS
DIAGNOSIS

As discussed above, there is a research gap in how clinical experts
perceive and interact with the AI-based module in their daily diag-
nosis workflow around sepsis patient cases. To better understand
user needs and design challenges, we begin our project with an
open-ended semi-structured interview [50] with six domain experts
as a formative study to gather information on 1) the clinicians’ daily
practice of sepsis decision making, and 2) the user experience and
user needs of AI-based sepsis decision support systems.

Table 1: Demographics of Physicians Participants. ICU - In-
tensive Care Unit, ER - Emergency Room, IM - Internal
Medicine.

Participant ID Gender Departments Job Title Year of Experience

P1 Female ICU Staff Nurse 17 years
P2 Male IM Physician 14 years
P3 Male IM Physician 14 years
P4 Female ER Physician 4 years
P5 Male ICU & ER Physician 16 years
P6 Female ER Physician 10 years

3.1 Method
We recruited six clinicians who are domain experts and whose daily
work involves decision making about sepsis diagnosis and also have
used the Epic sepsis module (ESM). We used snowball sampling [30]
to identify and recruit these participants by first reaching out to our
colleagues and connections in related fields and then asking them
to refer their connections. As shown in Table 1, all participants
are active physicians or nurses working in departments (Intensive
Care Unit, Emergency Department, or Internal Medicine) where
clinicians most likely encounter sepsis patients. In the online pre-
screening survey, all participants reported that they “have used
or are still using” the sepsis decision support module (ESM) in
their EHR system (i.e., EPIC system). All interview sessions were
conducted remotely via Zoom, and each interview session lasted,
on average, 35 minutes. This study was pre-approved by the IRB
committee of the first author’s institution.

During the interviews, participants were asked to recall a recent
case of sepsis encounter, detailing how the diagnosis decision of
sepsis was made and what information and factors led to their fi-
nal diagnostic decision, while not disclosing the patient’s personal
identifiable information (PII). Grounded in that aforementioned
sepsis encounter experience, we prompted our participants to re-
port further on their interaction and user experience with existing
information technology (IT) systems, such as the EHR and ICU
patient monitoring system. In particular, we asked them how they
interact with and think about AI-driven ESM in their daily diagnos-
tic process. We concluded our interview with their attitudes and
user needs on the trend of deploying AI (not specific to EMS) to
the medical decision-making process. The detailed semi-structured
interview protocol can be found in Appendix A.

All interview sessions were audio-recorded and transcribed with
the interviewees’ consent. We employ an inductive approach [82],
where two researchers in our team first independently coded the
interview transcripts, then discussed and reconciled the coding
schema, and finally reiterated and re-examined the data with the
coding schema.

3.2 Result
We found that clinicians’ decision-making process for sepsis diag-
nosis is high-stakes (life-threatening), time-sensitive (a patient’s
severe symptoms developed only in a few hours), and very uncer-
tain (need extensive lab test outcomes that they often do not have
at the moment of decision-making).
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Clinicians walked us through the procedure of sepsis diagnosis,
which provided a multifaceted journey from the patient’s entry
into the ER and (potentially) moving to the ICU or IM. They offered
us more insights to enrich the 4-step procedure in Section 2.1. We
summarized the workflow in Figure 2: (1) Generating Hypotheses.
For a patient who has the risk of sepsis, physicians access and read
a patient’s vital signs and current state from the EHR system. They
form a set of hypotheses given the patient’s situation, yet these
hypotheses are unclear with the large uncertainty. (2) Gathering
Information. Based on the most promising hypotheses, they order
specific lab tests to collect more information related to these hy-
potheses. (3) Testing Hypotheses. According to the lab test results,
physicians narrow down or scale up their hypotheses. (4) Making
Action Decisions. Based on the new hypotheses, physicians make
decisions among three options: treating the patient, gathering more
information, or withholding and waiting for new development of
the disease.

All participants in general welcome the future of having more
AI support for medical decision making, but, to our surprise, they
strongly believe that the current Sepsis Module in EPIC (ESM) is
not only useless, but also leads to additional meaningless work. Par-
ticipants perceived the current ESM as a simple sepsis risk prediction
score, and their dissatisfaction comes from (a) the risk prediction
score is often belated (Section 3.2.1), (b) inaccurate (Section 3.2.2),
(c) no explanation (Section 3.2.3), (d) no actionable insights
(Section 3.2.4). In addition to these surface-level concerns regard-
ing system design and algorithm performance, participants believe
that the most fundamental issue is that the current paradigm of
human-AI interaction design has a (e)wrong focus of AI assistance
— it attempts to support the final decision of a complex medical
decision-making process (i.e., high-stakes, time-sensitive and high-
uncertainty). Together with the other issues mentioned above, hu-
man decision-makers feel challenged or even intimidated by the AI
system, which eventually leads to all participants totally ignoring
the current sepsis AI module (Section 3.2.5). We organize the results
with these five aspects and dive into each of these issues.

3.2.1 Belated Sepsis Risk Prediction. All physicians complain that
the current sepsis prediction is too late and thus useless in their
decision-making process. This is due to the fact that sepsis is a
life-threatening disease and can progress very fast. Thus, sepsis
diagnosis requires human decision-makers to make a time-sensitive
decision at the first encounter with the patients, despite they face
huge uncertainty due to the lack of sufficient information about
the patients. However, AI prediction must rely on data as input, but
at first encounter, many of such data (e.g., vitals or lab results) do
not exist or are not digitalized.

“So the big thing is that if we went strictly by the tool
[AI-predicted sepsis cases] for our ED patients, we would
be usually like three to four hours behind [human-
diagnosed cases].” (P6)

An extreme but quite common case reported by participants (P4,
P6) is that shortly after human clinicians made the decision that
a patient has sepsis, recorded the decision in EHR, and started to
put in laboratory orders and antibiotic treatments in the EHR, the
current sepsis risk prediction module consequently predicted that
this is a sepsis case (see Figure 2 Step 4). Even worse, the current

EHR system and hospital policy mandates the nurse or clinician to
respond to this sepsis alert.

“If it triggers after two or three hours, I already know
that, and I’ve already been treating them.” (P6)

Most participants explicitly demand an early prediction for
early diagnosis of sepsis (P3, P4, P6), most likely at the first en-
counter in the emergency room (ER). They believe that such AI
prediction could significantly speed up the following procedures
and improve patient’s final outcomes. However, the current sepsis
prediction AI model cannot achieve that.

3.2.2 Inaccurate Sepsis Risk Prediction. The current algorithm de-
sign tends to have an extremely low sensitivity threshold at 13%
(i.e., high false positive rate at 87%) to avoid missing any potential
sepsis, because sepsis decision making has a patient’s life at stake.

“the majority of times, I think it’s inaccurate” (P3)
As a result, participants (P3, P6) reported that they received an
overly large volume of false alerts from the sepsis module due to the
inaccurate sepsis risk prediction algorithm and the low sensitivity
threshold.

“Any system that produces tons of alerts will induce
alert fatigue, and people won’t pay attention to it ... on
average, there are already more than 20 interruptions
per hour for an ER physician. So if you are adding more
[inaccurate] interruptions to me, I’m not gonna pay
attention, it becomes noise in the background.” (P6)

Even worse, due to the severe consequences of sepsis, the EHR
system and hospital policy forcefully mandated clinicians to
manually verify if they had taken appropriate diagnostic or treat-
ment actions, or dismiss the alert but with a mandate note to explain
to the system why the human clinician did not take any action (e.g.,
they have already taken sepsis treatment actions before the alert).

“The nurses get the BPA (sepsis risk alert) fired when
it triggers that score. And then [nurses] have to put in
[some notes] like an acknowledgment. A couple of op-
tions are like, “treatments already initiated”, or “notified
physician”. Or you can silent it, I think, for 15 minutes
or for half an hour, and then it’ll fire again.”

3.2.3 Lack of Explanations. Participants (P1, P4, P5, P6) also men-
tioned that the current AI-predicted sepsis risk score is hard to
interpret. Participants do not understand why an obvious sepsis
case has a lower risk score than the score of a less obvious case.

“I don’t think [another AI with higher prediction per-
formance] would change anything because we were
already unsure [how the current one works], and we
were already looking for more explanations” (P4)

They found that their multiple years of medical experience could
not help interpret the relativeness of the score or the factors con-
tributing to a score.

“On the Epic, there are too many parameters that I don’t
remember. [But] I know that it does not follow any of
the other sepsis diagnosis criteria [being taught and
used in practice] with the one, two, or three rating scale.
And I know that it can go really high. And there are too
many parameters.” (P3)
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Figure 2: Existing Human-AI Interaction and “Competition” Paradigm. The current sepsis module mainly focuses on supporting
the final decision-making stage [79], yet physicians often find the AI predictions are too late and not helpful.

Interestingly, the designer of the system already incorporated a
feature importance score (a percentage of how much each factor
contributes to the final prediction) as a simple explanation of the
AI prediction, but they were hidden too deep in the interface. As
a result, none of the participants except one (P4) was aware of its
existence.

“ I honestly never looked that deep into it (the risk score),
I just see the color [of the risk score], and then I just
go through my [“human”] algorithm that I’ve done for
years and years.” (P2)

Even if such feature important percentage scores are at the top
level, participants may still ignore them as there is already too
much numerical information on the EPIC EHR interface.

“The good thing about EPIC and the worst thing about
EPIC are the same— everything is there. It’s kind of hard
to figure out what you need to know. And it sometimes
takes too many clicks.” (P3)

3.2.4 No Actionable Insights. Our interviewees also questioned the
limited utility of it in their medical diagnostic process of sepsis.
As we mentioned earlier, participants generally followed the four
steps of medical decision making, from formulating hypotheses in
their minds to finally making actionable diagnostic or treatment
decisions. Most clinicians (P1, P2, P3, P4, P6) mentioned that they
simply ignored the risk score during their diagnosis process because
they were confused about the purpose of the risk score and did not
know what to do as an actionable next step given a high or low risk
score.

“So I’m not really sure what its goal is, but I can tell you
that most of us ignore it (the sepsis risk score), because
it has not proved helpful to what we do next”. (P4)

3.2.5 AI Helper or AI Challenger? The issues raised by participants
in (Section 3.2.1, Section 3.2.2 and Section 3.2.3 may be addressed
with a better algorithm or a more advanced user interface design.
However, the concern of lacking actionable insights (Section 3.2.4)
hinted at a more fundamental challenge that goes beyond the algo-
rithm and interface design — the current AI-based sepsis prediction
module mainly focuses on the prediction of the final decision out-
comes, in our case, it is the sepsis risk score that suggests whether a

patient has sepsis. Such output at the final decision stage implicitly
“challenges” human decision-makers’ authority and expertise in
their roles of making that final decision.

“[The AI module] tries to just make a decision and tells
me that [these patients] might have sepsis, so I have to
do everything I’m supposed to do for [treating] them.
That doesn’t help.” (P5)

Due to the current prediction focusing too much on the final
stage of decision making only, this human-AI interaction para-
digm is essentially perceived as a human-AI competition, which
challenges the human experts’ expertise and intimidates their au-
thorities and feelings.

“I think that AI can be very helpful as part of patient
care, but I don’t think it should replace the care and
decisions a physician can make” (P5)

Instead, participants believe that AI can assist human experts
in other places or stages of the medical diagnosis process. For
example, it can simply propose the sepsis possibility as a candidate
hypothesis in the medical decision-making process.

“I would say that whether [AI] gave me like a 10% or
a 90% sepsis risk score, I’m not sure that that would
change my [decision]. If it [AI] simply tells me to think
about it [sepsis possibility], then I’ll just go to think
about it.”

Alternatively, AI can suggest what kinds of laboratory data can
be collected to support the test of the candidate hypothesis, from
which physicians can obtain their desired actionable insights, and
the uncertainty level can be reduced.

“We want to be better at knowing what to order and
when and how to order it [lab or treatment]... in the cur-
rent way that we’re pushed by [the AI sepsis prediction
score] right now is not useful, [and] it is correct most of
times ... If a predictive model can trigger us to take an
action [such as ordering lab or treatment] that prevents
patients from getting sicker. That’d be amazing.” (P4)
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Figure 3: The Clinician’s Medical Decision-Making Workflow with Support from SepsisLab. SepsisLab focuses on providing
support to the intermediate steps of the clinical experts’ decision-making process [79], as opposed to existing AI modules that
focus only on the final decision-making stage. SepsisLab can generate predictions for the patient’s sepsis onset possibility (as
the risk score) now and in the future (Design Strategy 1, Design Strategy 4), as shown in Step 1; It can further suggest additional
lab tests by their impact on model uncertainty (Design Strategy 2), and the interactive visualization can help clinicians select
the most valuable lab tests to support their decision (Design Strategy 3, Design Strategy 4), as shown in Step 2; Once new data
are collected, the prediction visualization will be updated (Step 3), helping clinicians test hypotheses. Then, following our
Design Strategy 5, clinicians can generate new hypotheses or reach final decisions (Step 4).

3.3 Summary of Results
In summary, our formative study shows that the existing AI-driven
sepsis risk prediction module does not support clinicians in their
medical decision-making scenarios, because the current sepsis pre-
diction algorithm is belated and inaccurate, the interface does not
have explanations, and the AI prediction cannot be transformed
into a diagnostic or treatment action. These challenges reveal a
fundamental issue of the existing human-AI decision-making par-
adigm that human experts need AI to focus more on supporting
their intermediate decision-making process, rather than predict-
ing a final outcome. These findings shed light on our design of a
new sepsis module with the goal of a new human-AI collaboration
paradigm.

4 SEPSISLAB: A HUMAN-CENTERED AI
SYSTEM TO SUPPORT EARLY DIAGNOSIS OF
SEPSIS

In this section, we will start with the design strategies derived
from the results of the formative study. Then, we will present both
the user interface and the back-end algorithm of a novel human-
centered AI system, SepsisLab, which aims to implement those
design strategies to support clinical experts in making diagnostic
decisions about sepsis. Our SepsisLab can predict the patient’s
current sepsis risk score, as well as the sepsis risk in the next 4
hours, based on patient history information and available vital signs
and lab test values. Often times, some lab test results are missing
but may also be critical for the diagnosis of sepsis. Therefore, our
system can rank the top 5 lab tests that can reduce the uncertainty
of the prediction and show them as recommendations to clinicians.
Furthermore, our system has a counterfactual prediction module
so that users can interactively review how each missing lab result
may improve the prediction or reduce uncertainty before actually
performing this lab test.

4.1 Design Strategies
Based on the stage 1 findings, we conclude five design strategies
for the new design of the sepsis module.

Design Strategy 1: Performing Future Risk Score Predic-
tion. As our formative study results suggest, clinicians do not need
an inaccurate and even belated risk score prediction (Section 3.2.1
and 3.2.2). Instead, they need an accurate prediction score that is
predicted ahead of time. This is also supported by previous empiri-
cal studies in sepsis diagnosis [32, 74, 88], which requires a better
algorithm in the back-end of our system.

Design Strategy 2: ProvidingAccessibleModel Explanation.
Our interview results also suggest the need for an easily accessible
section for sepsis risk prediction explanations (Section 3.2.3). This
is a common issue found by previous research [69]. SepsisLab needs
to have a simple design to present explanations in an easy-to-find
and easy-to-understand manner.

Design Strategy 3: Revealing Actionable Insights and Sug-
gestions.Moreover, a risk score, even predicted for future times-
tamps, cannot provide actionable insights, as suggested in Sec-
tion 3.2.4. Clinicians base their diagnostic decisions on physical
signs and lab test values from the patient, where gathering data
(i.e., lab tests) plays an important role (recall Figure 1). Therefore,
SepsisLab is designed to generate meaningful recommendations
about potential lab tests.

Design Strategy 4: Displaying Uncertainty beyond the Risk
Score. Sepsis diagnosis is a highly uncertain decision-making pro-
cess. Providing a single risk score value may miss important in-
formation. Therefore, SepsisLab also calculates and displays the
uncertainty in addition to the risk score. This is also alignedwith the
previous work about the advantages and benefits of XAI [87, 105].

Design Strategy 5: Shifting AI from Suggesting the Final
Decision to Supporting Intermediate Stages. Finally and most
importantly, the key takeaway from our formative study suggests
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Figure 4: User Interface of Our Prototype System. (A) A list of patients with different sepsis risk prediction scores, colored
from no risk as Green, to medium risk as Yellow, to high risk as Red. (B) The patient’s demographics and the dashboard that
includes the patient’s vital signs, lab test results, and medical history. (C) Our SepsisLab system as an add-on to the existing
EHR system. This UI currently illustrates that a clinical expert is examining a high-risk patient’s data who was admitted
15 hours ago. The AI suggests the expert collect more lab results. The expert is interacting with the visualization to see if
Lactate and WBC lab results were added, how the sepsis prediction and its uncertainty would change. All patient names and
demographic information in this screen capture are random generated fake data for illustration purposes.

the need to shift AI’s focus. Existing AI-based sepsis module mainly
focuses on the final decision stage, creating a sense of compe-
tition for physicians and leading to the abortion of the module
(Section 3.2.5). To address this challenge, SepsisLab is designed
to support human experts’ intermediate decision making stages,
including generating hypotheses, gathering data, and testing hy-
potheses (Step 1 to 3 in Figure 1). In such a way, our system can build
a new human-AI collaboration paradigm, where AI can actually
team with experts to support what they need.

Combining these five design strategies, SepsisLab supports a new
medical decision-making workflow for sepsis diagnosis, as shown
in Figure 3. SepsisLab can generate predictions for a patient’s sepsis
risk score now and in the future, which can support the generating
hypotheses stage. Moreover, it can further suggest additional lab
tests that clinicians may gather to support their decisions. With
the interactive visualization, our system helps them select the most
valuable lab tests. This can provide actionable insights and sup-
port clinicians’ data-gathering process. Once new lab test data are
collected, the prediction visualization will be updated and assist
clinicians in testing their hypotheses.

4.2 Front-End User Interface Design
Following the design strategies, we designed and implemented
the new sepsis module based on human-AI interaction guidelines
[2, 73]. The user interface (Figure 4 1) includes three parts: (A) Left:
The current patient list, (B) Middle: The selected patient’s demo-
graphic information, medical history, lab test results, and vital signs
monitoring, (C) Right: Our AI-powered Lab Test Recommendation
Module, SepsisLab, including Lab test recommendation, risk score
predictions, and counterfactual explanation. We used de-identified
patient data fromMIMIC-III [37] as the data of the prototype system
(data in Figure 4 B & C).

It is noteworthy that we deliberately designed the sepsis score of
our predictive model’s outcome to be the same as that of the current
EPIC Sepsis Module. So that we could help SepsisLab have an easy
integration into the existing EPIC system, where the clinicians can
find it familiar and easy to use. We introduce each feature in Figure
4 C one by one.

Future Risk Prediction with Uncertainty Visualization. As
mentioned in Section 4.1, one core part of SepsisLab is a predictive
algorithm that generates future prediction of sepsis risk scores

1Note that we used MIMIC-III data for our algorithm illustration. All patient names
and demographic information in this screenshot are random generated fake data for
illustration purposes.
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(Design Strategy 1). As shown in the bottom part of SepsisLab
interface, we design a time-series plot to visualize both the historical
(the solid line) and expected future (the dashed line) risk prediction
trajectory over time.

Moreover, for each risk score prediction, themodel also generates
the uncertainty range of the expected value, as shown in the gray
area in the line plot (Design Strategy 4). We selected visualized
confidence intervals to display the prediction uncertainty, because
prior work has found that confidence intervals evoke high levels of
trust [59, 73]. While prior research has found that other uncertainty
visualization techniques producemore accurate risk judgments [60],
our visualization aims to show relative risk rather than for clinicians
to read off specific values. Future work would be apt to consider
the effects of various visualization design choices.

Feature Importance Visualization. The algorithm takes lab
test item values as the input and generates risk score prediction.
Each newly collected lab test item can be used to update the model
and (potentially) reduce the model uncertainty. Therefore, we de-
signed a ranked horizontal barplot on the top of the SepsisLab
interface to visualize the important items that contribute to the
prediction uncertainty reduction (Design Strategy 2). The item
with the highest importance is ranked on top of the barplot.

Lab Tests Recommendations. Combining the two parts of fu-
ture risk prediction and feature important visualization, we added
the lab tests recommendation function into our interface (Design
Strategy 3). As mentioned above, different newly collected lab
items can change the model prediction uncertainty. Therefore, Sep-
sisLab recommends an item list ranked by their importance. The
clinician can select one or multiple lab items and observe how their
test results could influence the model’s risk prediction trajectory
(the red dashed line) and the corresponding uncertainty range (the
red area). Note that the red line and area are counterfactual values
that are estimated by the algorithm (more details in Section 4.3).

SepsisLab supports the clinicians to interact with the interface.
Figure 5 visualizes the interactive process by picking different po-
tential lab test items. By comparing different combinations of the
lab test items, the clinician can obtain a better understanding of
the model and make the decision to order appropriate lab tests to
collect the actual item values, which then truly update the model’s
prediction trajectory and uncertainty range. Overall, the interface
follows Section 4.1 to support clinicians’ intermediate decision
making stages (Design Strategy 5).

4.3 Back-End Algorithms Design
To support the design strategies (Section 4.1) and the UI features
(Section 4.2) informed by the formative study results, our back-
end consists of three sub-modules: 1) an LSTM-based predictive
model that can take only partial or little data of a patient as input
and generate prediction scores of sepsis risk for the patient in the
upcoming period as output; 2) a lab test recommendation module
based on the uncertainty estimation from the previous predictive
model; and, 3) a counterfactual generation module that can show
the users how a hypothetical lab result may change the sepsis risk
prediction scores and uncertainty range of the predictive model,
and enables users to interact with the visualization chart in the
front-end.

4.3.1 LSTM-based Predictive Model for Sepsis Risk Prediction. EHR
data are typically a temporal sequence of patient activities in a
hospital system. Depending on how frequently a patient visits a
doctor or takes a lab test, the data sequence may be very sparse and
irregular for a particular patient. Prior works [16, 17, 55, 99, 104]
suggests Long Short-Term Memory (LSTM) [33], a special type
of RNN model, has consistently demonstrated their remarkable
performance in clinical risk prediction tasks using EHR data (see
Table 3 from [104] in Appendix B as the evidence of the model per-
formance). Recurrent Neural Network (RNN) model architectures
are more suitable for the sepsis predictive tasks on the temporal
observational data with irregular time intervals. In this study, we
select Long Short-Term Memory (LSTM) [33] as the backbone of
the prediction framework, which is able to capture both long-term
and short-term clinical information in patients’ EHR history, and
thus improve clinical prediction performance.

To satisfy design strategy (1) that clinical experts want a predic-
tion model that has a high accuracy and can predict ahead of time,
we adopt the LSTM-based sepsis prediction model from [104] as our
base model to support the prediction of the sepsis onset risk in the
next 4 hours. We provide our LSTM model implementation details
and parameters in Appendix C. The extracted static information
vector (e.g., patient’s demographic and history) is used to initialize
the hidden state of LSTM. Then, the LSTM takes a sequence of
collection data (e.g., vital signs and laboratory values) in addition
to their occurring time as inputs and generates a sequence of the
latent health state. Sometimes an observation may be missing (e.g.,
a patient has not performed a lab test or their previous lab test
result has been outdated), thus a value embedding [98] is used to
map the observations into vectors.

A variable attention module that can handle varying numbers
of inputs is followed to generate a fixed-size vector that is sent to
LSTM. With such a model design, the predictive model can start
making predictions at the first encounter with the patient even
there is not much data, which satisfies the Design Strategy 1 that
users want to see predictions into the future. The attention module
can automatically focus on important variables, and the learned
attention weights can be used to interpret the prediction results —
this enables the users to see each input feature’s importance score
contributing to the predictive model — satisfying Design Strategy
2. After all the output vectors of LSTM are produced, a collection
attention module is followed to combine the sequence of output
vectors into a vector. Finally, a fully connected layer and a Sigmoid
layer are followed to predict the sepsis onset probability.

4.3.2 Lab Test Recommendation Based on Uncertainty Estimation.
The AI model’s prediction always comes with certain degrees of
uncertainty. In the sepsis early diagnosis scenario, a new patient
when they just arrived ER may not have any lab test results in the
EHR, thus many missing values as input to the predictive model.
Due to this uncertainty, simply looking at the predicted sepsis risk
score without the certainty level, users may not be able to accurately
evaluate the trustworthiness of an AI prediction, and that is why
participants reported that a patient with a high risk score for sepsis
is not necessarily more accurate or more urgent than a patient with
a low risk score.
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(a) (b) (c)

Figure 5: The Interactive Lab Test Recommendation Module in SepsisLab. (a) The clinician can get an actionable lab item test
recommendation list from SepsisLab. The items are ranked by their importance to reduce the uncertainty of the sepsis future
prediction. (b) The clinician can interact with SepsisLab to select a lab item and see its expected influence of the lab test result
on the model uncertainty via a counterfactual prediction. (c) The clinician can select multiple lab items and see their combined
expected influence of the results on the uncertainty.

We estimate uncertainty and reduce uncertainty via improving
the aforementioned LSTM-based predictive model: We hypothesize
that the missing variables follow a Gaussian distribution so that we
can estimate the parameters (i.e., mean and covariance) for each
missing variable. Based on previous work that has shown superior
performance in missing value imputation with deep learning [98],
we adopt Monte Carlo Simulation (MCS) to sample the missing
values many times and compute the uncertainty with the standard
deviation of the outputs with MCS.

Two thresholds 𝑡ℎ𝑠 and 𝑡ℎ𝑒 (1 > 𝑡ℎ𝑠 , 𝑡ℎ𝑒 > 0) are set according
to the desired sensitivity and precision to decide whether new
laboratory values should be requested. If the output sepsis onset
probability 𝑝 > 𝑡ℎ𝑠 , the model predicts that the patient will have
sepsis onset after 4 hours. Sometimes, the model may be uncertain
about the prediction results. We define the uncertainty as Shannon
entropy [71]: 𝑒 = −𝑝 log(𝑝) − (1 − 𝑝) log(1 − 𝑝). If the uncertainty
𝑒 > 𝑡ℎ𝑒 , the model will recommend clinicians to collect more
clinical variables, for example laboratory values. Then, the model
takes the updated values as input and can output new results with
higher confidence.

To confirm that the recommendation can improve the model per-
formance in the absence of certain laboratory values, we conducted
experimental tests on the MIMIC-III dataset [37]. As shown in Table
2, in our implementation, with an LSTM model, our recommen-
dation algorithm performs comparable to full observation setting

models and outperforms the masked setting models by approxi-
mately 10% with only 9.6% extra laboratory values requested by our
recommendation algorithm. The results indicate that our recom-
mendation algorithm can achieve performance nearly equivalent to
that under full observation, thus enabling accurate predictions even
with fewer lab test results, without compromising prediction preci-
sion. We provide our recommendation algorithm implementation
details including model parameters in Appendix C.

This algorithm design satisfies both Design Strategy 3 and
Design Strategy 4. The model focuses on recommending missing
laboratory values to the clinician so that the clinician perceives
such recommendations as an actionable suggestion. Additionally,
the uncertainty estimation and visualization shift users’ attention
from the accuracy of the AI-predicted final decision, but to the
reduction of such uncertainty in decision making.

4.3.3 Counterfactual Prediction to Explore Uncertainty Reduction
Without the Cost of Performing a Lab Test. From AI’s perspective,
it would love clinicians to perform all kinds of lab tests on a pa-
tient so that it can reduce most of its uncertainty and predict at a
higher accuracy. However, from the human’s perspective, it is too
costly and inhumane. While the lab test recommendation algorithm
can identify the most informative laboratory test that is missing
and reduce uncertainty of the prediction, it’s still hard for doctors
to intuitively see the value of these labtests. Therefore, to further
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Table 2: Improvement of Our Recommendation Algorithm on AUC on MIMIC-III. Masked: all lab test results are deleted
(simulating a patient just arriving at the ER). Our Algorithm: 9.6% lab test results are actively selected and repeated (simulating
the clinician carefully selected most critical lab tests to order for the patient and gradually adding more labs if necessary).
Full-observed: all the lab test results are used for prediction (assuming a patient has been hospitalized for a long time, so they
have done many labs). The results show that our recommendation algorithm performs comparable to full observation models
and outperforms the masked setting models by about 10% with only 9.6% extra laboratory values requested. The improved
column denotes the improved performance with our recommendation algorithm, compared to the results in the masked setting.

Method Masked Our Recommendation Algorithm Full-observed

Logistic regression 0.72 0.78 0.79
Random forest 0.75 0.81 0.83
Gradient boosting trees 0.75 0.83 0.85

LSTM [104] 0.79 0.89 0.90

help doctors make decisions we design a mechanism that the al-
gorithm can also output counterfactual predictions to show how
much uncertainty can be reduced without actually performing
and collecting the recommended laboratory test results, which can
provide more information in the process. For each variable i, we
first sample the possible values 𝐾 times. For each sampled value
𝑥𝑖,𝑘 , we adopt MCS to sample the missing values and compute the
uncertainty with the standard deviation of the outputs (denoted
as 𝑈𝑖,𝑘 ). If the variable 𝑖 is observed, the new uncertainty would
be 𝑈𝑖 = 1

𝐾

∑𝐾
𝑘=1𝑈𝑖,𝑘 . We select the variables with the maximal

uncertainty reduction: 𝑖∗ = argmax𝑖 𝑈 −𝑈𝑖 = argmin𝑖 𝑈𝑖 . We set
𝑘 = 500 in our implementation. The expected uncertainty decrease
is𝑈 −𝑈𝑖 for variable 𝑖 . With such a model design, the front-end UI
can support interactive visualization that allows users to explore
the different laboratory test’s effectiveness and further satisfies
Design Strategy 5.

4.4 System Implementation
The interactive front-end user interface (Section 4.2) is developed as
a web application using the React framework. The particular visual-
ization that enables users to interactively explore the laboratory test
recommendations (Section 4.3) is developed using the. Recharts 2

library. We developed the back-end with Python’s FastAPI 3 li-
brary. The predictive model and the counterfactual model inside
the back-end (Section 4.3.1) are implemented with PyTorch [61].
We primarily store the data (i.e., MIMIC-III [37]) in a master-slave
backup MySQL database for efficient querying and security pur-
poses. The entire prototype system (front-end, back-end, model, and
database) is hosted on AmazonWeb Service (AWS) server instances.

5 EVALUATION STUDY: ENHANCING
HUMAN-AI COLLABORATION

Our system aims to implement a human-AI collaboration paradigm
for the decision-making scenario for sepsis diagnosis. To do so, we
design our SepsisLab system that shifts the focus of the AI predic-
tions to offering human experts their desired and actionable recom-
mendations in the intermediate stages of a medical decision-making
workflow. In this section, we report on a heuristic evaluation study

2https://recharts.org/
3https://fastapi.tiangolo.com/

by inviting the same six clinicians to interact with and provide
feedback on our SepsisLab design. Our findings demonstrate that
SepsisLab is generally appreciated as it can provide meaningful
assistance to clinicians. The participants would love to see such a
system deployed into the real EPIC EHR system, and they argue
that our AI design can help them achieve a better human-AI team
experience.

5.1 Design and Procedure
We recruited the same six clinical experts in Section 3 to perform
a heuristic test with our system. We first pre-loaded de-identified
patient data from MIMIC-III [37] into our prototype and deployed
it in an internal cloud cluster to prevent leakage of patient data.
To demonstrate the system across varied patient conditions, we
selected two patient groups from MIMIC-III [37], one with patients
ultimately diagnosed with sepsis and the other without sepsis. Pa-
tients ultimately diagnosed with sepsis were selected based on
the sepsis-3 [75] criteria and are all adults. Limited by the dura-
tion of each study session, we randomly selected five data points
from each patient group, totaling ten data points for display and
interaction with participants. Due to the usage regulations that
researchers need approvals to access for MIMIC-III [37], we only
present the mock data in the paper to present the UI. Our Sepsis-
Lab system was used as a design probe to solicit participants’ user
experience and design requirements. Participants navigated the in-
terface and thought aloud in testing its different functionalities. We
then conducted a semi-structured post-study interview. Specifically,
we asked about their comments on the AI assistance’s new focus
on intermediate decision-making steps, and whether the lab test
recommendations and the counterfactual predictions were practical
and could enhance their decision-making process. We also collected
clinicians’ suggestions for improvements to the system. Each user
study session lasted around 30 minutes. We recorded the interview
audio and used an inductive process [82] to analyze the interview
transcription.

5.2 Result
Overall, the participants gave very positive comments on our sys-
tem prototype. With AI shifting focus from final-stage prediction to
intermediate stages, clinicians found AI less intimidating but more

https://recharts.org/
https://fastapi.tiangolo.com/
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cooperative. Meanwhile, participants also liked our new functions
that went beyond risk score prediction and commented that they
were helpful in revealing more information, providing actionable
insights and improving AI transparency.

5.2.1 Shifting AI Focus Away from Final Decision Prediction Can
Enhance Human-AI Collaboration Experience. As revealed from our
formative study, the fundamental challenge of the existing sepsis
module lies in the fact that it only focuses on the final stage of the
four-step diagnosis process (see Section 3.2.5). Our system aims to
address this challenge by shifting AI’s focus from the last stage to
the intermediate stages (hypotheses generation and data gathering for
hypothesis testing). These are the steps where physicians need more
assistance. Our evaluation study results confirmed that the new
system was able to improve the human-AI collaboration experience.

Clinicians (P2, P6) commented that the early prediction with
uncertainty visualization and lab test recommendations could ease
feelings of being in competition with or replaced by AI, since it
no longer focuses on the final stage and leaves humans to decide
whether to take the suggestions or not. Instead, our system ensures
that physicians retain the role of final decision-maker.

“if you tell me, you (model) need these labs, you got it,
buddy, I will order those labs. It’s not a problem...” (P2)

Our design probe significantly alleviated experts’ concerns about
the threat of AI. Participants felt that our new sepsis module offers
the experience of teaming with AI rather than competition, creating
an actual human-AI collaboration paradigm.

“I think knowing what [lab results] would help AI to
have a better prediction would let me give it a try, and
[the lab results] may be more useful in my decision.”
(P6)

The shift of AI assistance’s focus and the improvement in the
collaboration experience is combining efforts of multiple functions
supported by our system. In the rest of this section, we summarize
participants’ feedback on each function of our system.

5.2.2 Future Prediction and Visualization Reveals More Information.
All of the six participants in our study liked the time-based pre-
diction capability of our system. The prediction graph, with the
uncertainty visualization, went beyond the final decision stage and
provided much richer information than a risk score “I love that
graph because it says the whole picture.” (P1) This could help physi-
cians better understand the model and inspect whether it is reliable.
Participants agreed that adding more explanations to charts would
help them make better decisions.

“So I think having some of that [temporal] information
is helpful to understand what drives the model and also
where it’s gonna go in 10 hours from now, if that model
is good and consistent... I would hope that somebody
could show that this where the model is gonna go [in
the EPIC sepsis system], as it matches up with what
happens in real life. ” (P5)

On the one hand, this is supported by previous work about the
advantages and benefits of XAI [87, 105]. On the other hand, the
future prediction function embeds the shift of AI focus from final
diagnosis results to intermediate suggestions (help experts propose

and test hypotheses). This leaves enough flexible space for human
experts to make intermediate and final decisions. Meanwhile, the
system also places more emphasis on uncertainty estimation. The
participants agreed that providing these aspects of information was
much more helpful than a single risk score.

“Yeah, I think that will be much better than just giving
me just a score. If I can see something like this [coun-
terfactual explanation], so the nurse gets this, or I am
opening it up, I’m seeing that, okay, this patient came
in with a risk score of five and now [with the suggested
lab result] it is at 15. And based on the model, in the
next eight hours, or 10 hours, it’s going to be like 25 or
30. So, that is more meaningful information than just a
score.” (P3)

5.2.3 Laboratory Test Recommendation Provides Actionable Insights.
All six participants responded positively to the lab test recommen-
dation. First of all, participants confirmed that the lab test recom-
mendations were consistent with current physician workflows. This
validates the design of this system function. Meanwhile, partici-
pants unanimously said that they would take advantage of this
recommendation function to help them consider and act on labora-
tory tests.

“If I was able to click on the more lab tests needed and
get an idea on how much it could narrow. And if it was
something where it recommended these diagnostics, and
I did these diagnostics, and when the labs came back,
somehow triggered me to look at it again... and that
prediction [uncertainty] has narrowed, [prediction] got
very accurate in terms of risk score... This would be cool.”
(P2)

Combined with the future prediction function, this could provide
clinicians with more insights than a risk score or alert, helping them
narrow down their hypotheses and make better sepsis diagnostic
decisions.

“In the ICU, that [lab recommendation] would be more
realistic as a flag than the sepsis alert that we have right
now, because it’s telling you something. It’s giving you
information.” (P1)

These results suggest that our system design has the potential
to provide actionable insights to health experts and support the
stages from generating hypotheses to gathering data to testing
hypotheses.

5.2.4 Counterfactual Information Improves Transparency. Closely
related to the laboratory test recommendation function, the par-
ticipants agreed that showing counterfactual predictions based on
recommendation would drive their choice of laboratory tests. Tra-
ditionally, reliance on clinicians’ personal experience was common,
yet diagnosing sepsis posed significant challenges due to its inher-
ent uncertainty. With our system prototype, they commented that
being able to show potential outcomes of different lab tests would
help them with the thinking process and narrow down the search
space.

If the system is going to alert me: hey, maybe you should
repeat a lactate now because your patient is scoring high;
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Or maybe you should repeat a white blood count today
because you don’t have lab work today; or something
like that. That will certainly be helpful. (P3)

Moreover, the participants (P2, P4) also mentioned that showing
counterfactual information also helped them better understand the
model’s functions and its future prediction process.

“And then again, having it [the alternative trajectory
with a counterfactual lab result] helps me with what
AI wants me to order, so that it can be more accurate,
[this design] is good.” (P2)
“Especially if you’re asking me to order a repeat lactate,
telling me that, hey, your sepsis score was a five because
your lactate was high and your white count was high.
And I [AI] want that lactate, and [ordering a lactate]
is going to help me kind of closing down my model. I
think that’ll be useful. ” (P4)

5.2.5 Areas for Future Improvement. In addition to the positive
comments through the design probe with our system, participants
also suggested a few concerns and expectations about our system
for future real-world deployment. One concern is the performance
of AI predictions and recommendations. With our algorithm having
a stronger capability than a risk score, the model becomes more
complex, and participants were concerned about its reliability. This
is commonly observed in many health-focused AI systems [5, 86].

Meanwhile, participant (P3) also mentioned the risk of infor-
mation overload. “But simultaneously, you have to be careful and
mindful of giving too much information at once. So maybe it can
be a step-wise approach.” (P3) This suggests a future improvement
direction of our system to that providing information step by step
that follows clinicians through their decision-making process and
provides appropriate explanations will best assist them in making
a diagnosis.

In addition, some participants (P4, P5) also mentioned the poten-
tial to expand the usage scenarios of the counterfactual predictions
and explanations, such as showing the potential impact of certain
treatments on the development of a patient’s symptom conditions.
Although this is beyond the scope of this paper, we discuss a few
promising directions of future work in Section 6.

6 DISCUSSION
In this section, we discuss the design implications obtained from
our interview and evaluation studies. We then discuss the new
human-AI collaboration paradigm and its application beyond sepsis
diagnosis. We also highlight the risks and ethical concerns associ-
ated with the paradigm, as well as the limitations of our work.

6.1 Human-AI Collaboration in
High-Uncertainty, High-Stakes, and
Time-Sensitive Decision Making

With sepsis diagnosis as an example, our work reveals a fundamen-
tal problem in the existing human-AI collaboration paradigm for
high-uncertainty, high-stakes, and time-sensitive decision-making
tasks. Most AI research in this space aims to create the most ac-
curate risk score prediction model. However, this goal is unable
to form an effective human-AI collaboration. Our study shows

that physicians found such a risk prediction model unhelpful and
intimidating, challenging their role as the final decision-maker.

Instead, we argue that AI should aim to support human experts in
the intermediate stages (Step 1 - 3 in Figure 1) rather than the final
stage. This can position AI in an appropriate place to effectively sup-
port experts’ decision-making process, while not influencing their
decision-maker role. In our case, we introduce a novel approach
by providing future prediction and uncertainty visualization, lab
test recommendations, and counterfactual information and support
(rather than challenge) experts’ final decisions. This establishes a
unique form of ‘communication and collaboration’ between physi-
cians and the AI by providing actionable recommendations. Our
evaluation study results suggest that such a shift in AI’s focus can
indeed create a new human-AI team paradigm. Our exploration into
sepsis diagnostic decision-making exemplifies this collaborative
process. In practice, this does not conflict with current XAI research
and provides a new perspective on the role that AI can play in the
decision-making process.

6.2 Beyond Sepsis Diagnosis
We envision such a new human-AI collaboration paradigm can
move beyond sepsis diagnosis. In healthcare, there are a number
of decision-making tasks that have similar properties as sepsis
diagnosis: highly uncertain, high-stakes, and time-sensitive [41].
Examples include both physical health problems (e.g., stroke, heart
attack, and meningitis), and mental health problems (e.g., major
depressive disorder with suicidal ideation, bipolar disorder during
a manic episode, and schizophrenia with psychosis). In these cases,
the symptoms tend to be ambiguous, noisy, and highly individual,
while having life-threatening consequences if not treated in a timely
manner. If an AI only focuses on predicting the outcome of the final
decision stage, expert clinicians would also find it as a “challeng-
ing and intimidating competitor” rather than a collaborator and a
partner, leading to the abortion of AI. Our design can potentially
be generalized to these fields, where AI should also support these
experts in their intermediate decision-making stages and help them
propose hypotheses, gather information, and test hypotheses.

In addition, we foresee that such a new human-AI collabora-
tion paradigm can be applicable to other non-healthcare complex
decision-making scenarios as well, such asmilitary (e.g., hostage res-
cues, evacuation operations), business (e.g., product launch/recalls,
market crisis), emergency response (e.g., earthquake response, wild-
fire response), just name a few. All these cases require fast and
accurate human decisions to reduce uncertainty and achieve opti-
mal outcomes. Our proposal of the new human-AI collaboration
paradigm can inspire the existing solutions in these fields to shift
their AI focus to better support domain experts.

6.3 Risks and Ethical Concerns of AI-powered
Decision Making

Despite the promising advantage of our newly proposed human-AI
collaboration paradigm, we also want to highlight the risks and
ethical concerns associated with it. For example, such a new para-
digm would introduce additional burden to experts [13, 56, 72]. In
our study, participants were concerned about the cognitive load
caused by our system, which has been reported in previous studies
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related to visualization [2, 36, 86]. Meanwhile, mistakes and errors
made by AI are inevitable, and the potential biases embedded in
AI algorithms are not yet addressed by this new paradigm. The
responsibility still falls on human experts to minimize these risks
and biases through rigorous testing and evaluation. Besides, there
is a potential risk of over-dependence on AI systems, which might
foster complacency and reduce vigilance among human experts.
This is an open research question for future researchers, requir-
ing a balanced design approach that promotes collaboration while
avoiding an undue reliance on AI recommendations.

6.4 Limitation and Future Work
There are several limitations in our work. First, our study popula-
tion is limited. We only involved six physicians in our formative
study and heuristic evaluation (similar to the number of expert
participants in prior work’s formative study [10]), who came from
the same hospital and only used one specific sepsis module ESM.
Although it is one of the mostly commonly used sepsis modules
in the U.S., there could be some systematic biases in our study re-
sults. Future work needs to involve more diverse populations from
multiple hospitals. Second, our system is implemented as a proto-
type and not integrated into the EHR system. Our evaluation study
used our system as a design probe to collect clinicians’ feedback.
This may influence the validity and generalizability of our results.
Our findings may be different if our system is actually deployed in
the real world. We picked ESM as a case study, since it has been
the focus of extensive prior research as an early detection system
[19]. Further research is required to assess additional sepsis early
detection systems and comparable tools for early disease identifi-
cation to enhance understanding of the clinical decision-making
process. Moreover, to further elucidate the challenges arising from
AI-assisted decision-making and to develop systems that are more
congruent with the clinical decision-making processes, quantita-
tive research and additional clinical practices are required in the
future. Third, our algorithm and visualization have room for im-
provement. As mentioned in Section 4, there are more visualization
methods and algorithms for risk prediction and uncertainty estima-
tion. Future work can explore the effectiveness of more back-end
techniques.

Furthermore, in our interview, the participants mentioned that
they barely relied on the existing sepsis module ESM in their
decision-making process. Their comments reveal that this module
needs a better design to support clinicians’ workflow. Our proto-
type in Section 4 presents an initial step towards a better design.
And there are a few more directions to improve. Based on the com-
ments mentioned by the participants in Section 5.2.5, a future sep-
sis module should provide a simple and easy-to-operate interface.
Clinicians are usually over-loaded [36, 86], and an appropriately
designed interface could improve their efficiency.

We also find that physicians and nurses often have different re-
sponsibilities in the diagnostic decision-making process. In our case,
nurses are tasked with receiving alerts and determining if they war-
rant escalation to physicians, while physicians make the ultimate
decision on the necessary subsequent actions. Different workflows
that arise from different clinical roles are often overlooked in con-
temporary AI-CDSS designs. However, predominant EHR systems

and AI-CDSS platforms fail to distinguish between these distinct
roles and tend to offer a one-size-fits-all interface and set of func-
tionalities to both physicians and nurses. In future designs, the
systems should be role-specific and tailored to both physicians and
nurses, ensuring that each can extract relevant information from
model predictions. This not only enhances the system’s efficiency
but also ensures that each medical professional is equipped with
the right tools to make informed decisions.

7 CONCLUSION
In this work, we aim to design a better human-AI collaboration par-
adigm to support human experts in high-uncertainty, high-stakes,
and time-sensitive decision-making tasks. We focus on sepsis di-
agnosis, a common yet life-threatening disease. We conducted a
formative study with six physicians with rich sepsis-treating expe-
rience to better understand the existing challenges of human-AI
collaboration with a common sepsis module. Our results reveal that
the existing module is not only useless but also leads to additional
meaningless workloads. More importantly, it reveals a fundamental
problem of the wrong focus of AI: AI should not focus on predict-
ing or suggesting the final decision-making stage, which could be
challenging and intimidating to human experts as the final decision-
maker. Based on these insights, we developed a system that aims to
address these challenges. Our new system, SepsisLab, shifts the AI’s
focus from the final stage to the intermediate stages (generating
hypotheses, gathering information, and testing hypotheses). Sepsis-
Lab improves a sepsis diagnosis algorithm with future prediction
and uncertainty visualization, provides lab test recommendations,
and offers counterfactual information. Our evaluation study shows
that the new system prototype can provide actionable insights,
improve transparency, and better support the clinicians’ decision-
making process, forming a new human-AI collaboration paradigm.
We envision that our findings can shed light on the design of bet-
ter human-AI collaboration paradigms for other scenarios with
complex decision-making tasks.
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A FORMATIVE STUDY INTERVIEW SCRIPT
• Question 1 - Background: Can you tell us a bit more about
your work, such as your job title, years of practice, main
working context, etc.?

• Question 2 - Experience of Sepsis Diagnosis: Could you
recall a recent sepsis encounter that stands out to you?
When/where it happened? (Please do not mention any pa-
tient personally identifiable information)

• Question 3 - Experience of Existing Epic Sepsis Module:
In the previous sepsis encounter, how did you use the sepsis
diagnosis module in Epic EHR? Useful or not at all?

• Question 4 - Attitudes towards AI Diagnosis: How do
you like the sepsis risks score predicted by AI model? [Do
you want AI to assisted you?] [What information you wish
AI could have provided you?]

• Question 5 - Closing Question: Is there anything else that
you would like to share with us or any questions you have
for us?

B LSTM MODEL PERFORMANCE
To demonstrate the performance of our chosen LSTM model, we
have excerpted its performance at Figure 3 on two different cases
from [104].

Case 1. In this case, patients are sampled from septic patients,
and the goal is to see if a model can tell if a patient is likely to have
high sepsis risk a few hours before the onset. For each patient, the
patient records is split into 2 segments at the middle point, segment
close to sepsis onset ( = 4 hours) is labeled as 1, another segment
( > 4 hours before sepsis onset) is labeled 0. We randomly pick
either the former or latter segment to build the Case1 cohort. The
introduction of case 1 is to measure the model in terms of time-
sensitive prediction to ensure models are indeed clinically useful
and relieve "warning fatigue" as alarm burden. Given patient records
either from𝑇𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛 to𝑇𝑚𝑖𝑑𝑑𝑙𝑒 or from𝑇𝑚𝑖𝑑𝑑𝑙𝑒 to𝑇𝑜𝑛𝑠𝑒𝑡 − 4, our
model is required to distinguish this 2 kinds of records.

Case 2. In this case, case and control segments are from different
patients who have sepsis onset in the next 4 hours, as well as those
who do not have sepsis. Given patient records from 𝑇𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛 to
𝑇𝑜𝑛𝑠𝑒𝑡 − 4, we are going to predict whether sepsis occurs in the
following 4 hours.

C MODEL PARAMETERS
Sepsis onset risk prediction model. Following [104], we used Py-

Torch [61] to implement the LSTM-based sepsis risk prediction
model, and the number of timesteps for LSTM was set to 100. The
sizes of variable embedding vectors and hidden state vectors were
set as 256. The number of layers in LSTM was set as 2. For evalua-
tion, 80% of the data are used for training, and 10% for validation,
10% for testing. The results are displayed in Table 3.

Recommendation algorithm. Two thresholds 𝑡ℎ𝑠 and 𝑡ℎ𝑒 (1 >

𝑡ℎ𝑠 , 𝑡ℎ𝑒 > 0) are used to decide whether new laboratory values
should be requested in subsubsection 4.3.2. The prediction threshold
𝑡ℎ𝑠 was set as 0.5 to predict whether the patients will have sepsis
onset in next 4 hours. The uncertainty threshold 𝑡ℎ𝑒 was set as

Table 3: AUC accuracy scores of sepsis prediction tasks on
DII-challenge dataset from [104].

Method Case1 Case2 Average

MEWS 0.54 0.72 0.63
NEWS 0.52 0.72 0.62
SIRS 0.56 0.69 0.62
qSOFA 0.53 0.65 0.59

Logistic regression 0.89 0.79 0.84
Random forest 0.90 0.81 0.85
Gradient boosting trees 0.91 0.81 0.86

GRU 0.88 0.80 0.84
RETAIN [17] 0.90 0.80 0.85
Dipole [54] 0.90 0.81 0.86

LSTM [104] 0.94 0.84 0.89

0.25 to determine whether to collect more clinical variables (e.g., to
request additional lab tests when Shannon entropy [71] uncertainty
is bigger than 0.25). The results are displayed in Table 2.

D USER STUDY INTERVIEW SCRIPT
• Question 1 - Attitude to AI Technology in Clinical Sce-
nario: Do you want any AI in your work?

• Question 2 - Feedback on Our Initial Design (after
showing the screenshot/demo of the UI): How do you
like the design?

• Question 3 - Willingness to use:Would you use such an
AI system everyday?

• Question 4 - Trust:Would you trust it?
• Question 5 - Improvement: What improvement do you
need?
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